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Nursing Students

A total of 149 students enrolled in an undergraduate

nursing research methods course participated in a study comparing
three strategies for using formative evaluation (test feedback
throughout a course) to predict students at risk of failure at
summative evaluation (the final examination). Students took 12 weekly
multiple-choice quizzes, which were graded and returned for
self-study, and a final 60-item multiple-choice exam. Three 4-week
quiz subtotals were the discriminating variables used to predict
membership in three final-exam score categories: Group 1 (poor);
Group 2 (fair); Group 3 (geod). Separate discriminant analyses tested
three patterns of assigning prior probabilities of group membership:
(1) equal (each .333); (2) preoportional to actual numbers of students
in each group; (3) weighted by setting cost of misclassifying pocr
students as three times more serious than cost of misclassifying fair
or good students. A significant discriminant function emerged, and
confirming previous results, effect size (a standardized : 2asure of
the discrepancy between performance and the overall mean) for peor
students decreased over time, showing that they were "closing the
gap." Assigning probabilities proportional to cases gave best overall
classification accuracy (53.02%), but Bayesian weighted adjustment
best predicted students at risk of failure (82.1% correctly
classified) while sacrificing some overall predictive power (42.95%

correct). (LPG)
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Freguent testing with instructor—-made tests has become a

[

ially in

\IW
m
\I'I\

common practice in many college and universities, spe
caurses such as research design or statistics where the

of a hierarchy of skills is reguired. In courses

where short gquizzes are given during each class period, a

ignificant proportion of class time is given over to such

wn
"

testing during the semester. It is important that this practice

be evaluated in terms of its utility in promoting learning,
improving instruction and identifying learning problems which may
regquire intervention.

zes to monitor progress is an e@xample

il
[

The use of frequent qulicz
Hastings and Madaus (1971) have called formative

evaluatlgn. Farmative evaluation entails the collection of

relevant data to provide guidance for the learner., and indicate
the need for modifications in teaching strategies. Used properly,.
imprave the instructor’s ability to meet individual needs.

evaluation is to provide feedback

ions, rate of

ﬂ

during the learning process on errars and misconcept

orogress, and achievement relative to an acceptable level of

competence. Summative evaluation, in contrast, provides a general

1]

& or large

1]

assessment of student achisvement over an entire cour

unit and is usually the major determinant of course grades.

-

According to EBlocom, one potential use of formative evaluation’
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data is in predicting the outcome of summative evaluation. Since

o

there is usually considerable averlap between the two kinds of
assessment in terms of content, behaviors and testing procedures,
the two Hiﬁé§ of test results are likely to be highlyv corr=lated.
Thus, it may be possible to predict performance on summative

prediction for the better.

(1

tests in advance, and to alter the

sts that students use data from formative

m

Empirical evidence sugg
avaluation to modify their study habits and improve their
performance over time. Wolfe (1981) in a study of students in an

undergraduate nursing research course, found that prediction of

3
e

1]

midterm examination scores from pre—-midterm quizzes wa
considerably more accurate than the prediction of final
examination scores from pre-final exam guizres. She coneluded
that by the time half a term had passed, students had learned to
use the results of weekly gquizzes to change the prediction as
Eloom suggested. In another study with the same population
(Wolfe, 1985) weekly gquiz scores were summed over each of four
three-week periods. Final exam scores were dichotomized as
satisfactory (A4 or B) oar unsatisfactory (C or below).
Discriminant analyses revealed that 71% of the final examination
Scores were correctly classified as satisfactory or
unsatisfactory on the basis of guiz subtotal scores, Examination

of group differences on individual discriminating variables

o+
T
i}

showed that mean scores for the "satigfactory" group were higher

]
al

on the first three guiz subtotals tham those of the
"unsatisfactory" group. However, during the last quarter term

this difference was reversed. with the “unsatisfactory"” group
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achieving a slighly higher mean quiz su=btotal. This finding
suggested that stuuermts having more glesbal difficulty with course
material, asreflected in lower fipal e-=xamination scores, may
have tried somewhat harder to modify th: €ir study habits and
improve their standing toward the end o--f the term. compared to

their relativly secure classmates.

s 1988) the sextent to which grades on

1]

In a third study (Wolf
a comprehensivwe final examination could be classified as good (A
or B), fair (0) or poor (D oF F) on the basis of weekly quiszs
scores was determined . Students in an ur—dergraduate nursing

research course were given 12 short weelZ=ly quizzes and a

‘comprehensive final examination. Three cJiscriminant analvses were

performed withrecoded final examinatior— scores as the grouping
variable. Discriminating variables for t—he analvses consisted of
the fouwr quiz scores From the first, micddle and last third of the

semester, respectivelyw . Although quiz sc—ores discriminated

Wi
li1]

.

significantly between +the groups for eac=h time period (’p%i!c:).,p),
the percentageof cases correctly classi fied decreased over time,
The fact that final examination grades b-ecame less predictable
over time further supported Bloom’s con: ture that students

may indeed modify thei r study habits and change the forecast.
In using discriminmant analysis to pr: edict group membership on
the basis of aset of measurements; an i: ndividual is assigned to
that group forwhich he or she has the h—dghest posterior
probability of rembership. Most computer programs {(e.g., SF55=X,

198&) offer several options for determiniing the so—-called prior

probability of group membership. The pricor probability of a given
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population is the probabilitv that an indi du=’, s=. = * s8¢
random actually comes from that populatioc .. ~=r .n -spce, in a
three-group discriminant #nalysis in whic" the grc ws . e equal

ize, a straightforward assumption wow = g at . persaon

e
0w
.

n
selected at random has a prior probabil: %. cf -~ =caird of being

f the groups. Timat =. wi thout knowing

classified inta any one

any of the individual’s characteristics, we .re @gually likelyvy to

classify him or her as belonging to group 1y 2 or 3. However, a

5]

Bayesian adjustment of this prior probability mav be advisable
if the group sizes differ widely or if the costs of

misclassification into certain groups are considered very high.

For instance, in the case of students who are at risk of academic

el

il
[
[

failure or poor perfarmance, the cast of fa ling to. identify them
2arly may be regarded as several times greater than the cast aof

misclassifying students whase performance is satisfactory.

The purpose of the present study was to compare the effects
of three different procedures for specifying the prior
nrobabilities of group membership on improving the ability to
correctly classify students at risk of failure in an

undergraduate research methods course.

METHODS

Sample. One hundred forty nimne students inf five sectiorns of an

undergraduate course in nursing research methods participated in
the study. All sections were taught by the investigator during

1984 and 198=.



O

ERIC

Aruitoxt provided by Eic:

Frocedure. For each section, 12 nltiple~c —hoize quizzes with five

to ten items were given, one =sachwek aft —er the first wek of
class. Each quiz covered content wich had * been presanted and
reviewed during the previous classession . Students e changed
completed quizzes with their neighlors for grading, and the
correct answers were read in clasiby the = instructor. The quizzas
were returned to the examiness, a1 each goaiestion was discuséed

Zes Wwere

M

in as much detail as needed. Follwing revidiew, qui
collected and grades ;F‘;E\:C!F‘déiél by e instrisictor. The follming
week, guizzes were returned to sSelkents witFth the suggestion :hat
they keep them to aid in revigwirmifor the final examination. The
course content was the same ip 2gfisectior—y, with the fipst hal+f
term devoted to descriptive apd corelatipe—ial statistics,
measurement and research design, #hile the second half deat with
statistical inference. On the lastday of —=——lass a comprehmsive
60=item multiple choice examinmnatimwas givw—en. Students ware

invited to contact the instructorb arranege for individual

conferences regarding their perfomice.
RESULTS

For the purpose of statisticalmalvsis s, guiz scores wre
summed over each of three four-wadperiods =, in order to enhance
predictor reliability and enswure afavor-abl: e ratio of subjets to
variables. Final examination scorévere res-coded as follows
Group 1, poor (41 or below): Groupl, fair (42-47); Group I

dood (48-=460).

L
W
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Three s zt=pwise discriminant analvses

data, with - the rece

measure and the

discriminat—=ing variables.

probabilitieses were all assumed to

amalysis,
proportions 5f

Group 2, O,=3295;

procedure sL_..ggested by Afifi and Clark

investigator— considored it three times as serious

a poor studessnt as it was
Thus, the pr—oportions of

nultiplied oy 3, 1 and 1,

For Group 1: adjusted p,
For Group 2: ad justed p,
For Group 3: ad justed Py
fince the pr ior probabili

ded final esxamination

three four—-week

th-&e prior probabilities
cases in each group:

for Grouo 3,

were performed on the
scores as the dependent
guiz subtotals as the

first analysis the prior

m—ru
J
il

For the
equal ©,I333. For the second
were speciftied as the

for Group 1.

0.3087. For the third analysis, a

cases in groups 1, 2 and I were
respectively:

= .2617 X Z = .7851

= .4295 X 1 = ,423%95

= ,I087 X 1 = .Z087

ties must sum te 1, the probabilities

computed abo— ve were further adjusted by dividing each one by

- 2087

831 + .429%=5 +

~

priaor probab=ilities were:

For Group 1: q; = .515
For Group 2: Q. = .282
Forr Group =i g, = .203

LP

The results c——+ the three

it

1.32

the final wvalues for the

Thus,

analvses are shown in Table 1.

Table 1 about here
gég
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One significant disceriminant function was found (i

=4, p = .0000).

DISCUSSION

The fact that quiz subtotals discrininated =ignificantly
among students classified as poor, fairor good on the basis of
final examination performance is in acird with results obtained

investigator. Examination o—+F univariate

]
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F~ratics showed that the groups differed signifs cantly during all

three periods (p<.05). The F=ratios wers conside=rably larger

W
b
L]
e
L

during the first two periods (F = 11.7!and F

respectively ) than during the last Period (F = Z.82), suggesting
the esarlier studies, the wesker students may have

attempted to claose the gap between their performance and chat of

their stronger peers. This observation was valid ated by

v

computing "effeect sizes" for each group for eachs time period (See

Table 2). Evfect size was computed by sbtracting the grand mean

s i g = =

Table 2 about here

for each time period from the group mean and édiwiding this
difference by the total standard deviation for all 149 cases. For
the "poor" group, the effect size - a standardize=d measure of the
discrepancy between their pérfFéiF’mahr;é and the ovesrall mean -

showed a small but consistent decrease fron the Beginning te the

end of the term.



Q4 major interest is the effect of adjusting the prior

probab=lities on the percentage of students at risk of

failure correctly classified. Table 1 shows that, although the
largest= overall percentage of cases correctly classified (53.02%)

was Obpt—ained when the prior probabilities were ﬁaée

\D\

proport—ional to group sizes, the "poor" group, because of its

relativ—rely small size, was assigned the smallest prior

probapl__lity. AS & result, only 38.5% of the students in that

group w-tere correctly classified = nearly two—-thirds would have

been irmcorrectly identified as "fair" aor "good" performers. In

n

contrasst, when the cost of misclassification of poor performers
was tak-en into account and the prior probabilities adjusted
accordi ngly, 82.1% of the students in th;% group were correctly

verall percentage of cases correctly

]

classif ied. However, the

classif ied was only 42.95%.

Cle—arly, there is a tradeoff involved in the decision to

to the perceived cost of

[in}

weight smporior probabilities accordin
misclas=sification. The method selected must be guided by the
purpose of the statistical analysis as well as the personal
philosogeohy of the investigator. One must weigh the potential harm
dorme to a good student who is mistakenly informed that he or she
in acadesmic jeopardy against the possibly greater damage which
would gc—=cur if E!Etudéﬁt at risk of failure is not identified

early er—iough for effective intervention.
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Table 1. Classification results far anmalyses 1, 2 and 3

Analysis 1 (priors equal)

Actual group No. of cases Fredicted group membership

1 2 3

]
]
]
0

Group 1 =9 2

Group = &4 21 i8

46 = 1= 0

]
]
[n]
C
RN
L

Analysis 2 (priors proportional to group size)

membership

Actual group No. of cases

H
3]
£l

Group 1 A 15 20 4

Z8.5% 21.3% 10.Z%

Group 2 &4 11 40 1=

17.2%  62.5%  20.3%

n
%
D
[
o
i
5
ﬂm‘
(A ]
1)
']
1
B

s, = == = ims
4.3 1%.S% S22 2%

~ercent of grouped cases correctly classified: 53.02%
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Table 1 (continpuesd)

Analysis I (priors weighted by cost of misclassification)

Q;§g31 group No. of cases Fréd;:teﬁ aroup m%mba#%hip

Group 1 39 fuye = 4

64
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fect sizes for the three groups at sach time

=)

=]

=

("N

a

d

[

I
=

b}




